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a  b  s  t  r  a  c  t

In computer  assisted  optimization  of  liquid  chromatography  it  has  been  known  for  some  years  that  it  is
important  to  use  experimental  injection  profiles,  instead  of  rectangular  ones,  in  order  to  calculate  accurate
elution  bands.  However,  the  incorrectly  assumed  rectangular  profiles  are  still  mostly  used  especially
in  numerical  optimizations.  The  reason  is that  the  acquisition  of  injection  profiles,  for  each  injection
volume  and  each  flow  rate  considered  in  a computer-assisted  optimization  requires  a  too  large  number
of  experiments.  In  this  article  a  new  function  is proposed,  which  enables  highly  accurate  predictions  of
the injection  profiles  and  thus  more  accurate  computer  optimizations,  with  a  minimum  experimental
effort.  To  model  the  injection  profiles  for  any  injection  volume  at a constant  flow  rate,  as  few as  two
experimental  injection  profiles  are  required.  If  it is  desirable  to  also  take  the effect  of  flow  rate  on  the
odeling
imulation
ptimization

injection  profiles  into  account,  then  just  two  additional  experiments  are  required.  The  overlap  between
fitted  and  experimental  injection  profiles  at different  flow  rates  and  different  injection  volumes  were
excellent,  more  than  90%,  using  experimental  injection  profiles  from  just  four  different  injection  volumes
at two  different  flow  rates.  Moreover,  it was  demonstrated  that  the  flow  rate  has  a  minor  influence  on
the  injection  profiles  and  that  the injection  volume  is  the  main  parameter  that  needs  to be  accounted  for.
. Introduction

Preparative liquid chromatography is an important technique
or large-scale isolation and purification of high-value compounds
fter prior unit operations. To be able to numerically optimize the
rocess, several system parameters are required to be known, e.g.
dsorption isotherm, column model, and injection profile. In this
tudy the focus will be on injection profiles.

In our preceding fundamental study it was observed that the
njection profile becomes more eroded with increased: (i) flow rate,
ii) viscosity of the eluent, (iii) injection volume, (iv) the inner diam-
ter of the injection-loop tubing and (v) size of the solute [1].  In that
tudy, a 2D-convection-diffusion differential equation with cylin-
rical coordinates taking radial diffusion and parabolic flow profiles
nto account was  used to describe the appearance of the experi-
ental injection profiles. However, it is hard/impossible to model

ll dead volume contributions, and therefore the model is mainly
uited to gain qualitative understanding of the overall mechanisms
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that contribute to the dispersion of the injection profile. In process
optimization, several system parameters, that are generally varied,
will affect the injection profile, i.e. flow rate, injection volume, and
eluent composition. For a more accurate process optimization than
the 2D-model can provide, it is crucial to properly account for the
effect of these parameters on the injection profiles using a more
pragmatic modeling approach.

In process optimization, elution profiles for different conditions
are calculated [2].  This is done by solving the partial differen-
tial column model, which requires injection profiles as boundary
conditions. Often simple rectangular injection profiles are used
[2–5], even though the true injection profile generally deviates
strongly from the rectangular pulse [1,6,7].  It is now widely
acknowledged that simulation of elution profiles using exper-
imental, or models that mimic  experimental injection profiles,
gives a better agreement with experimental data as compared to
when a rectangular injection profile is used [8–10]. To improve
the agreement, several approaches have been used to imitate the
true injection profile, e.g. using one half Gaussian [10], quasi-
Gaussian (two half Gaussian with different standard deviations)

[11], and exponentially modified Gaussian (EMG, a convolution
of Gaussian and an exponential decay function) functions [12].
In the case of large injection volumes, the injection profiles can
reach a concentration plateau and none of the previous stated

dx.doi.org/10.1016/j.chroma.2011.06.063
http://www.sciencedirect.com/science/journal/00219673
http://www.elsevier.com/locate/chroma
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odels are able to model this. Felinger et al. modeled large
ump pulses by using the convolution of the EMG  function and

 rectangular pulse [12]. Fitting of different empirical functions
o elution profiles, spectroscopic data and flow injection analy-
is have been carried out for a long time [13]. The reason for
oing such analyses has been to: reduce the signal-to-noise ratio,
econvolute partially resolved peaks, determinate peak properties
uch as moments, etc. [13]. Mainly the EMG  and the Gaus-
ian, and to a lesser extent also the Edgeworth/Cramér, Giddings,
ram/Charlier, Log-normal, Poisson and Weibull, functions have
een used [13].

The studies described above [6–12] are not focused on the
njection profile appearance per se,  and the experiments are per-
ormed with a fixed flow rate and/or fixed injection volume. The
im of this study was to develop a relationship that can be used
o rapidly and correctly model the injection profiles under var-
ous different operational conditions, which is necessary for a

ore accurate prediction using computer-assisted optimization.
 pragmatic “soft” modeling approach will be used, i.e. the goal

s only to derive a closed, easily evaluated, function that can
escribe the injection profiles. The function is not intended to
escribe the actual physiochemical processes and the function
arameters are not required to have any physical interpreta-
ion. To achieve this, convolution of functions is used to describe
he injection profiles when the flow rates and injection volumes
aries.

In particular, different numerical approaches, for describing
njection profiles at different flow rates and injection volumes, are
nvestigated. First a pragmatic approach is used that is based on
nterpolation of experimental injection profiles. Then a new fit-
ing function is used that is determined using a much smaller set
f experiential injection profiles. The overall goal is to reduce the
equired amount of experimentally determined injection profiles
o a minimum, and still conduct highly accurate process optimiza-
ion.

. Theory

In this section, a function will be derived that can be used to
odel injection profiles that have “cut-off” peaks. It is a modifica-

ion of the EMG function that is a convolution between a Gaussian
ulse and an exponentially decaying function, this strategy is sim-

lar to the one used in [12]. The convolution between to functions,
 and g, can be written as,

(t) = (f ∗ g)(t) =
∫ ∞

−∞
f (s)g(2t − s)ds. (1)

Notice that a slightly modified definition is used for technical
easons; usually the integrand f(s) × g(t − s) is used.

A Gaussian peak can be written,

 (t) = A

�
√

2�
exp

(
− (t − t0)2

2�2

)
, (2a)

here A is the peak area, � the standard deviation (peak width) and
0 the peak position in time (mean of the Gaussian distribution). The
unction will be convolved with an exponentially decaying pulse
hat has an initial constant part,

(t) =

⎧⎪⎪⎪⎨
⎪⎪

0 , t < (1 − �)t0,

1 , (1 − �)t0 ≤ t < (1 + �)t0,(
−t + (1 + �)t

) (2b)
⎪⎩ exp 0

�
, t ≥ (1 + �)t0,

ere � indicates the width of the constant part and � is the decay
peed of the exponential part, see Fig. 1. Eqs. (2a) and (2b) can be
Fig. 1. Illustration of the convolution (solid) between a Gaussian pulse (dotted) and
a  pulse with a constant part and exponential decay (dashed).

convolved using Eq. (1) and the result can be written in closed form
as,

h(t) = A

2

[
erf

(
2t0 − 2t + �√

2�

)
+ erf

(
2t0 + 2t + �√

2�

)]

+ A

2
exp

(
−2t + 2t0 + �

�
+ �2

2�2

)
erfc

(
�2 − 2t� + 2t0� + ��√

2��

)
,

(3a)

where erf and erfc is the error function and complementary error
function respectively, see Fig. 1. Notice that great caution must be
taken during evaluation of the function h using floating point arith-
metic! The term exp(. . .)  × erfc(. . .)  will result in problems with
floating point accuracy of the type ∞ × 0 and the result will be
erroneous. To avoid this Eq. (3a) can be rewritten as,

h(t) = A

2

[
erf

(
2t0 − 2t + �√

2�

)
+ erf

(
2t0 + 2t + �√

2�

)]

+ A

2
exp

[(
−2t + 2t0 + �

�
+ �2

2�2

)

+ ln

(
erfc

(
�2 − 2t� + 2t0� + ��√

2��

))]
. (3b)

However, this will instead result in problems with floating point
underflow in the term ln(erfc(. . .)). To avoid this, a special function
ln erfc(. . .)  is used to calculate this term, this function is defined as,

ln erfc(x) =
{

ln(erfc(x)), x ≤ x̄,

p2(x − x̄)2 + p1(x − x̄) + ln(erfc(x̄)), x > x̄,
(4)

where x̄ is a threshold above which problems with under-
flow occurs and p2, p1 are constants that can be estimated by

2
a least squares fit of p2(x − x̄) + p1(x − x̄) + ln(erfc(x̄)) to val-
ues of ln(erfc(x)) for x ≤ x̄,  i.e.,  here x̄ = 26.5, p2 = − 0.99433 and
p1 = − 52.95443 are used.
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Fig. 2. Example of interpolation of injection profiles for injection volumes between
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. Experimental

.1. Apparatus

The experiments were performed on an Agilent 1100 and an
gilent 1200 system, both with the same experimental setup, con-
isting of a binary pump, an auto-sampler and a Diode Array UV
etector equipped with an Agilent micro flow cell (Palo Alto, CA,
SA). The loop volume was 900 �L (coiled sample loop) and injec-

ion volumes below 900 �L were performed with partial filling
echnique.

.2. Chemicals

De-ionized water (conductivity 18.2 M� cm)  for preparation of
luents was delivered from a ZMQS 5000Y Milli-Q Academic water
urification system from Millipore (Molsheim, France). The organic
odifier was methanol (CHROMASOLV quality) and the solute was

-phenyl-1-propanol (PP, 98%).

.3. Procedures

Samples of 1.0 mM PP dissolved in the eluent were used, except
n the concentration dependence experiments. Injection profiles

ere measured at seven different injection volumes (5.0, 10.0, 25.0,
0.0, 100.0, 200.0 and 400.0 �L) at five different flow rates (0.25,
.50, 1.0, 2.0, 3.0 mL/min) using 45/55 (v/v) MeOH/MilliQ water
s eluent. One flow rate (2.0 mL/min) was complemented with
quidistant injection volumes (25 �L steps) across the mentioned
olume range, and additional volumes in the low range, 22 vol-
mes in total. The volumes used were 5.0, 10.0, 15.0, 20.0, 25.0,
0.0, 40.0, 50.0, 75.0, 100.0, 125.0, 150.0, 175.0, 200.0, 225.0, 250.0,
75.0, 300.0, 325.0, 350.0, 375.0 and 400.0 �L. The concentration
ependence was examined with 10.0 and 900.0 �L injections with
oncentrations of 1.0, 2.0, 3.0, 5.0, 10.0, 20.0, 30.0, 50.0, 100.0, 200.0,
00.0 and 400.0 mM,  at the flow rates 0.50 and 3.0 mL/min The

njection profiles were determined by connecting the auto-sampler
irectly to the detector cell by using the capillaries and pre-column
lter normally used, but without the column. The influence of these
onnectors and dead-volumes on the shape of the injection profile
as studied in a preceding paper [1].  The backpressure was  reg-
lated by application of a 0.17 �m I.D. capillary after the detector
ell, generating around 15–20 bar backpressure. Also, a sufficient
mount of available capillaries was connected between the pump
nd injector to keep the backpressure at around 60 bar (59–64) over
he whole range of flows used in the injection profile part. Injection
rofiles were determined at 260 nm.

One must point out that the experimentally determined
njection-profiles will differ some from the true injection profiles
ntering the top of the column. To reduce this deviation we  have
sed low volume detector cells and low volume peek tubing’s. In
ddition, a back pressure was placed after the detector to “emu-
ate” a column to avoid potential pressure “artifacts”. Because we
se a low volume detector cell, its contribution to the total variance
f the injection profile could be expected to be small, especially
or larger injection volumes that are generally used in preparative
pplications.

. Results and discussion

As a reference data set, a large number of measured exper-
mental injection profiles are used. Notice that by using linear

nterpolation it is possible to estimate the injection profiles for
ntermediate injection volumes and flow rates from this data set.
n example of interpolated injection profiles for a fixed flow rate
an be seen in Fig. 2. The interpolation procedure means that fewer
5.0  and 400.0 �L at the flow rate 2.0 mL/min. The experimental injection profiles are
indicated by solid lines and the gray shaded area between the lines represents the
interpolation. For a detailed report of the volumes used, see Section 3.3.

experimental injection profiles, than one for each experimental
case, are required. However, to get acceptable agreement between
experimental and interpolated injection profiles, a large number of
experimental injection profiles are still required.

In the following text the eluted volume, V is used, instead of
time, t, and also use the parameter V0 instead of t0, i.e.,  Eq. (3b) is
rewritten to,

Cfit(V) = A

2

[
erf

(
2V0 − 2V + �√

2�

)
+ erf

(
2V0 + 2V + �√

2�

)]

+ A

2
exp

[(
−2V + 2V0 + �

�
+ �2

2�2

)

+ln erfc

(
�2 − 2V� + 2V0� + ��√

2��

)]
, (5)

to describe injection profiles. Fitting experimental injection profiles
to Eq. (5) will hopefully reduce the required amount of injection
profiles even further.

4.1. The effect of injection parameters on the injection profiles

The parameters that might affect the shape of the injection pro-
file when using the same substance and system setup are: (i) the
sample concentration, (ii) the flow rate and (iii) the injection vol-
ume was  examined. In Fig. 3a, the flow rate and injection volume
was  kept constant and the sample concentration was  varied. As can
be seen on the shape of the injection profiles it is almost identical, in
other words the sample concentration is in this case not important
to consider. In Fig. 3b, the injection volume and sample concentra-
tion was  kept constant and the flow rate was varied. As can be seen,
a slight shift of the profiles occurs with increasing flow rate, which
is in accordance with our previous findings [1].  In Fig. 3c, the sam-
ple concentration and flow rate was  kept constant and the injection
volume was  varied. As can be seen, there is a significant change in
the profile shape when the injection volume changes; thus, this is
the main parameter to consider.

4.2. Parameterization of injection profiles with varying injection

volume

As was seen in the previous section, the injection volume is the
major parameter that affects the shape of the injection profiles.
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Fig. 3. The effect of injection parameters on the injection profiles, all data are
adjusted to a peak height of 1. (a) Effect of varying the concentration: injection
of  10.0 (main figure) or 900.0 �L (inset) of samples with concentration 1.0, 2.0, 3.0,
5.0, 10.0, 20.0, 30.0, 50.0, 100.0, 200.0, 300.0, 400.0 mM (darker lines corresponds
to  lower concentration) at the flow rate 0.50 (main figure) or 3.0 mL/min (inset). (b)
Effect of varying the flow rate: injection of 25.0 (main figure) or 400.0 �L (inset) of
a  sample with concentration 1.0 mM at flow rates 0.25, 0.50, 1.0, 2.0, 3.0 mL/min
(darker lines corresponds to lower flow rate). (c) Effect of varying the injection
volume: injection of 5.0, 10.0, 25.0, 50.0, 100.0, 200.0, 400.0 �L (darker lines cor-
responds to lower injection volumes) of a sample with concentration 1.0 mM at
flow rate 0.50 mL/min (main figure) or 3.0 mL/min (inset).
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Fig. 4. Experimental injection profile (solid line), rectangular injection profile
(dashed line) and fitted profile using Eq. (5) (dotted line), for a 100.0 �L injection

at  the flow rate of 2.0 mL/min. The overlap with the experimental profile was  59.3%
for  the rectangular injection profile and 98.3% for the profile fitted to Eq. (5).

This parameter is also the one that is varied in most practical situa-
tions, e.g. when using the inverse method to determine adsorption
isotherm parameters [14] and in process optimization. Therefore
we  initially used a least squares procedure to fit Eq. (5) to exper-
imental injection profiles with varying injection volumes while
keeping the sample concentration fixed at 1.0 mM  and the flow
rate fixed at 2.0 mL/min. A fit to an experimental profile is shown
in Fig. 4, together with the traditionally used rectangular injection
profile. To quantify the overlap of experimental and fitted injection
profiles, the total area overlap formula was  used,

Overlap = 100

∫ ∞
0

minV (Cfit(V), Cexp(V))dV∫ ∞
0

Cfit(V)dV
. (6)

This formula calculates how much area that is shared by two
2D-objects with equal area, i.e.,  how large percentage of each object
area that is in the overlapping region. An overlap approaching 100%
indicates complete overlap, while 0% indicates that they are com-
pletely separated. The degree of overlap between the experimental
profile and the fitted profile in Fig. 4 is excellent (98.3%) compared
to rectangular injection profile (59.3%).

Next, it was studied how the estimated parameters of the fitted
function in Eq. (5) vary with different injection volumes. In Fig. 5, it
is obvious that the parameters V0 (Fig. 5a), Vinj/� (Fig. 5b), � (Fig. 5c)
and � (Fig. 5d) has a linear relationship with the injection volume
Vinj. These linear relationships can be written,

V0(Vinj) ≈ kV0 Vinj + lV0 ,

(Vinj/�)(Vinj) ≈ k�Vinj + l� ⇔ �(Vinj) = Vinj

k�Vinj + l�
,

�(Vinj) ≈ k�Vinj + l� ,

�(Vinj) ≈ k�Vinj + l� ,

(7)

where k* and l* are constants estimated by fitting a straight line

to the data points in Fig. 5 using a linear least squares procedure.
Notice that the variation of the area parameter A in Eq. (5) is of no
interest, because it reflects the area under the peak and it is equal
to the injected amount of substance.
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This means that the minimum requirement, to be able to esti-
ate the injection profiles for any injection volume by using Eqs.

5) and (7),  is merely two different injection volumes. However,
n practice it is recommended to use more than two  experimental
njection profiles to be able to estimate the constants k* and l* in
q. (7) accurately.

.3. Parameterization of injection profiles with varying injection
olume and flow

As can be seen in Fig. 3b, the flow rate affects the shape of the
njection profiles to a lesser extent than the injection volume. In

ost practical applications the flow rate is kept constant, why there
sually is no need to take this into account. Even for applications
hen the flow rate does vary, estimating the injection profiles for

ne flow rate in the middle of the used range according to the pro-
edure in the previous section, and then use them for all flow rates,
s probably “good enough” in many cases.

However, if greater accuracy is wanted when the flow rate
aries, the variation of the injection profiles can be accounted for
y the following procedure. Instead of the constants k* and l* in Eq.

7), they are now all set as functions of the flow, more particularly
i-variate functions of the type,

(Vinj, fV) ≈ k(fV)Vinj + l(fV), (8)
where fV is the volumetric flow rate, and are used instead for
each of the parameters in Eq. (7).  N different flow rates fV,1,
fV,2, . . .,  fV,N, (N must be at least 2) are used. For each flow
rate, estimate the parameters k(fV,i) and l(fV,i) according to the
procedure in the previous section, using at least two different
experimental injection profiles. Now the function p(Vinj, fV) can
be evaluated for the each of the flow rates fV,1, . . .,  fV,N, and for
any injection volume. Assume that one want to have p(Vinj,  fV)
for a flow rate fV /= {fV,1, . . .,  fV,N}, then this value can be esti-
mated, e.g. by a linear least squares procedure with the data points
{fV,1, . . .,  fV,N}, and the corresponding estimated function values
{p(Vinj, fV,1), . . .,  p(Vinj, fV,N)}.

The above procedure requires at least four experimental injec-
tion profiles: two  different injection volumes at two different flow
rates. In Fig. 6, this procedure was  used to estimate the injection
profiles for a 25.0 �L injection at four different flow rates of 0.50,
1.0 (figure inset), 2.0 and 3.0 mL/min. In the procedure four experi-
mental injection profiles were used, with injection volumes of 50.0,
100.0, 200.0 and 400.0 �L at the flow rates 0.50 and 3.0 mL/min. In
Fig. 6 (inset) the experimental and estimated injection profiles are
plotted for a flow rate of 1.0 mL/min. The overlap between fitted

and experimental injection profiles was 95.7, 97.2, 96.2, and 93.4%
for flow rates of 0.50, 1.0, 2.0 and 3.0 mL/min, respectively. This
clearly shows that the model is excellent in predicting experimental
injection profiles.
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corresponds to lower flow rate), cf. Fig. 3b. All data are adjusted to a peak height
of 1. The procedure in Section 4.3 was  used, with experimental injection profiles
w
3
w

4

t
d
e
1
b
t
n

p
i
t
4
e
n
a
p
o
t
m
a

5

i
T
E
p
i
m
a
c
a

ith injection volumes of 50.0, 100.0, 200.0 and 400.0 �L, at the flow rates 0.50 and
.0 mL/min. In the inset, the fitted injection profile (solid line) is shown together
ith experimental data (dotted line) for the flow 1.0 mL/min.

.4. Parameter estimation by direct fit to injection profiles

It should be noted that it is possible to insert the expressions for
he injection profile parameters in Eq. (7),  or Eq. (8) if flow depen-
ence is desired, into Eq. (5).  This would yield a new injection profile
quation with 8 parameters k* and l* if Eq. (7) is inserted and at least
6 parameters if Eq. (8) is inserted. All these parameters can now
e estimated by fitting the new equation to experimental injec-
ion profiles. In theory just one experimental profile would now be
eeded, however, in a practical situation more are required.

However, this alternative approach has some drawbacks com-
ared to the approaches suggested in Sections 4.2 and 4.3.  First of all

t is desirable to check that the linear relationships in Eq. (7) holds,
his can easily be done with the procedure suggested in Section
.2 but not with this alternative procedure. Secondly the non lin-
ar fitting problem is considerably harder as one now have a large
umber of unknown parameters that must be estimated. A more
dvanced algorithm that seeks the global minimum of the fitting
roblem must be used as the standard local search algorithm now
ften will yield different results depending on the starting guess of
he parameters, in other words it get stuck in a local minima. These

ore advanced global search algorithms are not readily available
nd are also considerably more time consuming.

. Conclusion

Two methods for prediction of the injection profile were exam-
ned: interpolation and a new function developed in this study.
he proposed procedure in Section 4, using the new function in
q. (5),  makes it easy to get accurate estimations of the injection
rofiles using a very small number of experiments. To model the

njection volume dependence for any injection volume, the mini-

um  requirement is merely two experimental injection profiles,

s compared to the large number required if the interpolation pro-
edure (see Fig. 2) is used instead. This considerably simplifies
ccurate computer assisted process optimization, where typically
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the injection volume is varied in the algorithms to maximize pro-
ductivity, and therefore injection profiles for any injection volume
in the considered range are needed. Also, when estimating adsorp-
tion isotherm parameters using the inverse method [14] different
injection volumes might be used, and the suggested procedure can
hence be used to minimize the number of experimental injection
profiles that needs to be measured.

The injection volume was found to be the most important
parameter that needs to be accounted for in modeling of the injec-
tion profile, among the parameters usually varied in optimization of
liquid chromatography. The flow rate effect on the injection profiles
is usually not needed to take into account, since in most appli-
cations the flow rate is kept constant. However, if it is needed to
compensate for the flow rate, this can be done by using a minimum
of four experiments. The overlap between fitted and experimental
injection profiles was  more than 90% in all cases using experimen-
tal injection profiles from just four different injection volumes at
two  different flow rates.

Nomenclature

A Gaussian peak, area
Cexp experimental injection profile
Cfit fitted injection profile
f Gaussian peak function
fV volumetric flow rate
g exponential decay pulse function
h convolution between Gaussian peak function and expo-

nential decay pulse
k* slope of linear fits in Eq. (7)
l* intercept of linear fits in Eq. (7)
p bi-variate function, Eq. (8)
p* polynomial coefficients used in ln erfc function, Eq. (4)
t time
t0 Gaussian peak mean, time
V eluted volume
V0 Gaussian peak mean, eluted volume
Vinj injection volume
x̄ threshold value used in ln erfc function, Eq. (4)

Greek letters
�  exponential decay pulse, width of constant part
� Gaussian peak standard deviation
� exponential decay pulse, decay speed of the exponential

part
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